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This Talk
Solving CSPs by encoding to SAT

An example SAT encoding

Learning encoding choices

Results and conclusions

The talk is based on our paper Learning to Choose SAT Encodings for 
Pseudo-Boolean and Integer Sum Constraints submitted to the Doctoral 
Programme at CP2021.  We thank the reviewers for their helpful comments.  
We are also presenting aspects of this work at the ModRef2021 workshop.
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https://cp2021.a4cp.org/
https://modref.github.io/ModRef2021.html


Why SAT?

TOP: Results of the XCSP 2019 Constraint Solver Competition 
http://www.cril.univ-artois.fr/XCSP19/files/resultsXCSP3-19.pdf, organised by the 
creators of XCSP3 http://www.xcsp.org/
BOTTOM: Results of the MiniZinc Challenge 2020 
https://www.minizinc.org/challenge2020/results2020.html 
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Why SAT?

The SAT Competition 2020 problems run on the winning solvers in previous 
years, http://fmv.jku.at/kissat/ (thanks to Armin Biere)
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Savile Row, Essence Prime, SAT

LEFT: An Essence Prime model for a simple knapsack-like problem with 
a single pseudo-Boolean sum constraint

RIGHT: The beginning of a Boolean SAT formula in DIMACS format, as 
produced by Savile Row from the Essence Prime model.  The formula 
essentially begins (¬x11 ∨ x12) ∧ (¬x12 ∨ x13) ∧ …  

p cnf 48 106                                                                                        
1 0
-11 12 0
-12 13 0
-14 15 0
-15 16 0
...
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Encoding Example

An extract from a SAT encoding description for a pseudo-Boolean sum 
constraint.

Diagrams and clauses for the “Generalized Totalizer” from Bofill, Coll, Suy, 
Villaret: SAT Encodings of Pseudo-Boolean Constraints with At-Most-One 
Relations, in CPAIOR 2019 https://doi.org/10.1007/978-3-030-19212-9_8
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Encoding a Constraint

Performance summary from Bofill, Coll, Suy, Villaret: SAT Encodings of 
Pseudo-Boolean Constraints with At-Most-One Relations, in CPAIOR 2019 
https://doi.org/10.1007/978-3-030-19212-9_8
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Experimental setup
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● Savile Row has MDD, GSWC, GGPW, GGT + Tree encodings

● 5 choices for sums x 5 choices for PBs = 25 configurations

● each instance run with each configuration 5 times and the 
median time taken (to average out SAT solver randomness)

● timeouts set to 1 hour each for Savile Row and the SAT solver 
(Kissat)



Problem Corpus

Essence Prime Models mainly from Davidson, Akgün, Espasa, Nightingale: 
Effective Encodings of Constraint Programming Models to SMT.
In CP 2020 https://doi.org/10.1007/978-3-030-58475-7_9 
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Pairwise Training
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Pairwise voting random forests inspired by Lindauer, Hoos, Hutter, Schaub: 
AutoFolio: An Automatically Configured Algorithm Selector. In JAIR 2015 
https://doi.org/10.1613/jair.4726 

● random forests trained to make binary choice for each pair 
of configurations

● pairwise predictions give a ranking

● top configuration becomes our prediction

https://doi.org/10.1613/jair.4726


A complementary portfolio

The virtual best PAR2 run-time on our corpus for all portfolio sizes as a 
multiple of the overall virtual best; the resulting portfolios (of sum_pb 
configurations) are shown for sizes 1 to 5
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Pairwise voting random forests inspired by Lindauer, Hoos, Hutter, Schaub: 
AutoFolio: An Automatically Configured Algorithm Selector. In JAIR 2015 
https://doi.org/10.1613/jair.4726 

https://doi.org/10.1613/jair.4726


Instance Features

[1] Amadini, Gabbrielli, Mauro: An enhanced features extractor for a portfolio 
of constraint solvers. In SAC ’14 https://doi.org/10.1145/2554850.2555114 
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● f2f: from fzn2feat tool [1]: 95 generic CSP instance features 
relating to constraints, variables, and their domains.  
Extracted by outputting FlatZinc from Savile Row, then 
running fzn2feat

● f2fsr: an attempt to extract the same features from Savile 
Row’s internal model just before encoding to SAT

● sumpb: new pb-related features

● combi: f2fsr and sumpb combined

https://doi.org/10.1145/2554850.2555114


Evaluating performance

Total PAR2 times over the 10 test sets as a multiple of the virtual best 
configuration time. We show the times for the virtual best (VBC), virtual 
worst (VWC), single best (SBC), and default (Def) configurations, followed by 
the timings using predictions made on our four feature sets, without and 
with feature extraction (FE) time. The best time (including FE) for each row is 
shown in bold.
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Results

Cumulative PAR2 time over the 10 test sets, with instances sorted (by VBC 
solving time) to place the most difficult instances first on the x-axis.

CSP ➡ SAT

Encoding

Learning

Results



Findings and Future
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For our corpus:

● ML can outperform the single best encoding

● good encoding for PBs more important than for sums

● PB features better at predicting for new problem classes

In the future:

● extend to a broader benchmark of problems

● apply to other encoding choices

● consider at-most-one groups

● analyse and discuss feature importance


